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The user
experience
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How do users stay safe
online?
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POP!
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After installing all that
security and privacy

software
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Do you have any time
left to get any work

done?



Secondary tasks
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“Users do not want to be
responsible for, nor concern
themselves with, their own
security.”

- Blake Ross
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Concerns may not be
aligned

- Security experts are concerned
about the bad guys getting in

- Users may be more concerned
about locking themselves out
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Grey: Smartphone based
access-control system

- Deployed in CMU building with computer
security faculty and students

- Nobody questions that the security works

- But lots of concerns about getting locked out

L. Bauer, L. F. Cranor, M. K. Reiter, and K. Vaniea. Lessons Learned
from the Deployment of a Smartphone-Based Access-
Control System. Technical Report CMU-CyLab-06-016, CyLab,
Carnegie Mellon University, October 2006.
http://www.cylab.cmu.edu/default.aspx?id=2244
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Secure, but usable?
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Unusable security
frustrates users



13

Typical password advice

- Pick a hard to guess password

- Don’t use it anywhere else

- Change it often

- Don’t write it down



What do users do when
every web site wants a

password?
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   Bank =  b3aYZ
 Amazon  = aa66x!
Phonebill = p$2$ta1
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Approaches to usable
security

- Make it “just work”
- Invisible security

- Make security/privacy understandable
- Make it visible
- Make it intuitive
- Use metaphors that users can relate to

- Train the user



Make it “just
work”
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This makes users very
happy

(but it’s not that easy)
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Make decisions

- Developers
should not expect
users to make
decisions they
themselves can’t
make



Make security
understandable



“Present choices, not
dilemmas”

- Chris Nodder
  (in charge of user
   experience for
   Windows XP SP2)
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Train the user
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Training people not to
fall for phish

- Laboratory study of 28 non-expert computer users

- Asked to evaluate 10 web sites, take 15 minute break,
evaluate 10 more web sites

- Experimental group read web-based training materials during
break, control group played solitaire

- Experimental group performed significantly better identifying
phish after training

- People can learn from web-based training materials, if only
we could get them to read them!
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How do we get people
trained?

- Most people don’t proactively look for
training materials on the web

- Many companies send “security notice”
emails to their employees and/or customers

- But these tend to be ignored
- Too much to read
- People don’t consider them relevant
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Embedded training

- Can we “train” people during their normal use of
email to avoid phishing attacks?
- Periodically, people get sent a training email
- Training email looks like a phishing attack
- If person falls for it, intervention warns and highlights

what cues to look for in succinct and engaging format

P. Kumaraguru, Y. Rhee, A. Acquisti, L. Cranor, J. Hong, and E. Nunge.
Protecting People from Phishing: The Design and Evaluation
of an Embedded Training Email System. CyLab Technical Report.
CMU-CyLab-06-017, 2006. http://www.cylab.cmu.edu/default.aspx?id=2253



Diagram intervention



Explains why they are 
seeing this message



Explains how to identify
a phishing scam



Explains what a
phishing scam is



Explains simple things
you can do to protect self
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Comic strip intervention
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Embedded training
evaluation

- Lab study compared two prototype
interventions to standard security notice
emails from Ebay and PayPal
- Existing practice of security notices is ineffective
- Diagram intervention somewhat better
- Comic strip intervention worked best
- Interventions most effective when based on real

brands



How do we know
whether security

is usable?
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Need to observe users

- We are not our users!

(you may be surprised by what
users really do)
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Wireless privacy study

- Many users unaware that
communications over wireless computer
networks are not private

- How can we raise awareness?

B. Kowitz and L. Cranor. Peripheral Privacy Notifications for
Wireless Networks. In Proceedings of the 2005 Workshop on
Privacy in the Electronic Society, 7 November 2005, Alexandria, VA.



Wall of sheep



Photo credit: Kyoorius @ techfreakz.org   http://www.techfreakz.org/defcon10/?slide=38

Defcon 2001



Photo credit: http://www.timekiller.org/gallery/DefconXII/photo0003

Defcon 2004
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Peripheral display

- Help users form more accurate
expectations of privacy

- Without making the problem worse



42
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Experimental trial

- Eleven subjects in student workspace

- Data collected by survey and traffic
analysis

- Did they refine their expectations of
privacy?
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Results

- No change in behavior

- Peripheral display raised privacy
awareness in student workspace

- But they didn’t really get it
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Privacy awareness
increased

  “I feel like my information /activity /
privacy are not being protected ….
seems like someone can monitor or get
my information from my computer, or
even publish them.”
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But only while the
display was on

  “Now that words [projected on the
wall] are gone, I'll go back to the
same.”
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Security and privacy
indicators
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Evaluating indicators

- Case study: Privacy Bird
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Platform for Privacy
Preferences (P3P)

- 2002 W3C Recommendation

- XML format for Web
privacy policies

- Protocol enables clients
to locate and fetch
policies from servers



50

Privacy Bird

- P3P user agent

- Free download
http://privacybird.com/

- Compares user
preferences with
P3P policies
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Critique Privacy Bird

- Security people
- Can attackers spoof

it?
- What if P3P policy

contains lies?
- Can P3P policies be

digitally signed?
- What about main-in-

the-middle attacks?

- Usability people
- Green/red color

blind problem
- Do people notice it

in corner of browser?
- Do people

understand privacy
implications?

- Why a bird?



Typical
security

evaluation
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Does it behave correctly
when not under attack?

- No false positives or false negatives
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Anti-phishing tools

Y. Zhange, S. Egelman, L. Cranor, and J. Hong. Phinding Phish:
Evaluating Anti-Phishing Tools. In Proceedings of NSSS 2006,
forthcoming.
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Does it behave correctly
when under attack?

- Can attackers cause wrong indicator
to appear?
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Correct indicator

Wrong indicator
Attacker redirects 
through CDN
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Can it be spoofed or
obscured?

- Can attacker provide indicator users
will rely on instead of real indicator?
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Usability
evaluation
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Do users notice it?

- If users don’t notice indicator all
bets are off

- “What lock icon?”
- Few users notice lock icon in browser

chrome, https, etc.
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Do users know what it
means?

Web browser lock icon:
“I think that it means secured, it symbolizes
some kind of security, somehow.”

Web browser security pop-up:
“Yeah, like the certificate has expired. I don’t
actually know what that means.”

J. Downs, M. Holbrook, and L. Cranor. Decision Strategies and
Susceptibility to Phishing. In Proceedings of the 2006 Symposium On Usable
Privacy and Security, 12-14 July 2006, Pittsburgh, PA.
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Netscape SSL icons

Cookie flag

IE6 cookie flag
Firefox SSL icon
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Privacy Bird icons

Privacy policy
matches user’s

privacy preferences

Privacy policy
does not

match user’s
privacy

preferences
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Do users know what to
do when they see it?
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71



72
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Do they actually do it?

“I would probably experience some
brief, vague sense of unease and close
the box and go about my business.”
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Do they keep doing it?

- Difficult to measure in laboratory
setting

- Need to collect data on users in
natural environment over extended
period of time
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How does it interact
with other indicators?

- Indicator overload?
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Security evaluation

- Does indicator behave correctly when not under
attack?
- No false positives or false negatives

- Does indicator behave correctly when under
attack?
- Can attackers cause wrong indicator to appear?

- Can indicator be spoofed or obscured?
- Can attacker provide indicator users will rely on instead of

real indicator?



79

Questions to ask

- Do users notice it?

- Do they know what it means?

- Do they know what they are supposed to do when
they see it?

- Will they actually do it?

- Will they keep doing it?

- How does it interact with other indicators?
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security/privacy researchers 
and system developers

human computer interaction researchers 
and usability professionals
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Mark your calendar

for SOUPS 2007 -

July 18-20 at CMU

http://cups.cs.cmu.edu/soups/
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CMU Usable Privacy and Security Laboratory
http://cups.cs.cmu.edu/


